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Abstract. This paper proposes a heuristic repair algorithm to find a
maximum weakly stable matching for the stable marriage problem with
ties and incomplete lists. Our algorithm is designed including a well-
known Gale-Shapley algorithm to find a stable matching for the stable
marriage problem with ties and incomplete lists and a heuristic repair
function to improve the found stable matching in terms of maximum
size. Experimental results for large randomly generated instances of the
problem showed that our algorithm is efficient in terms of both execution
time and solution quality for solving the problem.
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1 Introduction

The stable marriage problem with ties and incomplete lists (SMTI) [13,15] is an
extension of the stable marriage (SM) problem [7]. The SMTI problem is a well-
known matching problem and recently, it has been attracting much attention
from the research community due to its important role in a wide range of appli-
cations such as the Hospitals/Residents with Ties (HRT) problem [2,11,17],
the Student-Project Allocation (SPA) problem [1,6] or the Stable Marriage and
Roommates (SMR) problem [4,5].

An SMTI instance of size n comprises a set of men, denoted by M =
{m1,m2, · · · ,mn}, and a set of women, denoted by W = {w1, w2, · · · , wn},
in which each person has a preference list to rank some members of the oppo-
site sex in an order of preference, meaning that a mi’s/wi’s preference list may
include ties and be incomplete. If a man mi ∈ M is ranked by a woman wj ∈ W
and vice versa, then mi and wj are called acceptable to each other, or (mi, wj) is
an acceptable pair. We denote the rank of wj in mi’s preference list by rmi

(wj)
and the rank of mi in wj ’s preference list by and rwj

(mi). Thus, if (mi, wj) is
an acceptable pair, then rmi

(wj) > 0 and rwj
(mi) > 0. If a man mi strictly
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prefers a woman wj to a woman wk, then we denote by rmi
(wj) < rmi

(wk).
If a man mi prefers a woman wj and a woman wk equally, then we denote by
rmi

(wj) = rmi
(wk). We use similar notations for the women’ preference lists.

A matching Γ of an SMTI instance is a set of acceptable pairs (mi, wj),
(mi, ∅), or (∅, wj), meaning that each mi or wj belongs to at most one pair.
If (mi, wj) ∈ Γ , then mi and wj are called partners in Γ , denoted by Γ (mi) =
wj and Γ (wj) = mi. If Γ (mi) = ∅ or Γ (wj) = ∅, then mi or wj is called
single in Γ , respectively. A matching Γ is called weakly stable if it admits no
blocking pair, where a pair (mi, wj) is blocking for Γ if (a) rmi

(wj) > 0 and
rwj

(mi) > 0; (b) Γ (mi) = ∅ or rmi
(wj) < rmi

(Γ (mi)); and (c) Γ (wj) = ∅

or rwj
(mi) < rwj

(Γ (wj)). Otherwise, it is called unstable. The size of a weakly
stable matching Γ , denoted by |Γ |, is the number of pairs (mi, wj) ∈ Γ . If
|Γ | = n, then Γ is called perfect, otherwise, Γ is called non-perfect.

Irving et al. [12] showed that weakly stable matchings of an SMTI instance
have different sizes. In order for every person paired, we need to find a matching
that is not only weakly stable but also of maximum size. This problem is known
as MAX-SMTI [10,15] and NP-hard [12,13] and therefore, finding an efficient
algorithm to solve the problem of large sizes is a challenge for researchers.

In this paper, we call a weakly stable matching a stable matching. Accord-
ingly, we propose an approximation algorithm to solve MAX-SMTI. Our idea
is to apply the Gale-Shapley algorithm (GS) [7,14] for SMTI to find a stable
matching. If the found matching is non-perfect, we propose a heuristic repair
function to improve the matching by swapping the partners of men for single
men in the matching, and then apply GS again. Our algorithm terminates when
it finds a perfect matching or reaches a maximum number of iterations. Experi-
ments show that our algorithm is efficient in terms of execution time and solution
quality for solving MAX-SMTI of large sizes.

The rest of this paper is organized as follows: Sect. 2 describes the related
work, Sect. 3 presents the proposed algorithm, Sect. 4 discusses the experiments,
and Sect. 5 concludes our work.

2 Related Work

In the last few years, almost all algorithms proposed in the literature to solve
MAX-SMTI are approximate since MAX-SMTI is NP-hard [12,13]. An algo-
rithm is called r–approximation for MAX-SMTI if it always finds a stable
matching Γ with |Γ | ≥ |Γopt|/r, where Γopt is a stable matching of maximum
size [14].

Several approximation algorithms have been extended from the GS [7] to
solve MAX-SMTI. The general mechanism of these algorithms is to start
from an empty matching and build a maximum stable matching through iter-
ations. McDermid [16] proposed a 3/2–approximation algorithm that runs in
O(n3/2m) time, where n is the sum of men and women, and m is the sum of
lengths of the men’s and women’s preference lists. Király [14] modified GS [7]
to achieve two approximation algorithms including a 3/2–approximation algo-
rithm, namely GSA1, for SMTI where ties are allowed on one side only and
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a 5/3–approximation algorithm, namely GSA2, for the general case of SMTI.
Paluch [19,20] gave a 3/2−approximation algorithm, namely GSM, that runs in
O(m) time and additionally is simpler than that of McDermid [16], where m is
also the sum of the lengths of the men’s and women’s preference lists.

Local search has been used to solve MAX-SMTI. The general mechanism of
local search-based approximation algorithms is that starting from an arbitrary
matching, it improves the stability of the matching by eliminating blocking pairs
through iterations until it reaches a maximum stable matching. Gelain et al. [8,9]
presented a local search algorithm, namely LTIU, to deal with MAX-SMTI.
Munera et al. [18] applied the adaptive search method [3], namely AS, to solve
MAX-SMTI. They showed by experiments that AS outperforms LTIU in terms
of execution time and solution quality. Recently, we proposed a max-conflicts-
based heuristic search for MAX-SMTI [21]. Our algorithm is much more efficient
than AS and LTIU in terms of execution time and solution quality for MAX-
SMTI of large sizes. It should be noted that all the approaches in [8,9,18,21] used
a concept of undominated blocking pair instead of blocking pair to solve MAX-
SMTI. Since the computational time to determine a set of undominated blocking
pairs for all men at each iteration is O(n2), these algorithms are inefficient for
MAX-SMTI of large sizes.

3 Proposed Algorithm

3.1 HR Algorithm

We consider the GS given in [14] for SMTI. Given an instance I of SMTI, GS
outputs a stable matching Γ1 and we assume that Γ1 is non-perfect, meaning
that there exists some man mi that Γ1(mi) = ∅ and mi’s preference list = {}.
We consider two following cases:

Case 1: If we recover the original rank list for mi, let mi become active, and
run GS again, then GS outputs Γ2 which is the same as Γ1. This is because
(a) if a man mk �= mi and mk was assigned to wj in Γ1, then mk will keep his
partner wj in Γ2 since there exists no man mi such that rwj

(mi) < rwj
(mk); (b)

if mi is single in Γ1, then mi is also single in Γ2 since at the first run of GS, mi

was rejected by every wj in his rank list, meaning that every wj in mi’s rank
list was assigned to some mk or rwj

(mk) < rwj
(mi) and therefore, wj keeps her

partner mk and rejects mi at the second run of GS.
Case 2: If we recover the original rank list for mi, let wj be one of the women

in mi’s rank list so that either rmi
(wj) ≤ rmk

(wj) or rwj
(mi) = rwj

(mk), where
mk = Γ1(wj), then if we swap mi for mk in Γ1, i.e. (a) Γ1(mk) = ∅; (b)
Γ1(mi) = wj ; (c) delete wj from mk’s rank list; (d) let mk be active; and run
GS again with Γ1 as an input, then GS outputs Γ2, in which Γ2(mi) = wj and
mk may be assigned to some woman in his rank list. If so, we have |Γ2| > |Γ1|.
This is our idea to improve a stable matching in terms of maximum size.

Our heuristic repair algorithm, so called HR, to solve MAX-SMTI is shown
in Algorithm 1. We call a repair(mi,mk) a procedure consisting of (a) Γ (mi) :=
wj , where wj = Γ (mk), i.e. (mi, wj) becomes a pair; (b) Γ (mk) := ∅, i.e. mk
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Algorithm 1: HR Algorithm
1. function Main(I)
2. for (each mi ∈ M) do
3. Γ (mi) := ∅;
4. a(mi) := 1; � assign mi to be active

5. c(mi) := 0; � assign a count variable of mi to zero

6. end
7. iter := 1;
8. while iter ≤ max iters do
9. mi := some man is active, i.e. a(mi) = 1; � take an active man mi

10. if there exists no active man then
11. if Γ is perfect then break;
12. iter := iter + 1;
13. Γ := improve(Γ);
14. continue;

15. end
16. if mi’s rank list is empty then
17. a(mi) := 0; � assign mi to be inactive

18. c(mi) := c(mi) + 1; � increase the count variable of mi

19. continue;

20. end
21. if there exists a single woman wj to whom mi prefers most then
22. Γ (mi) := wj ; � mi becomes engaged to wj

23. a(mi) := 0;

24. else
25. wj := a woman to whom mi prefers most;
26. mk := Γ (wj);
27. if there exists a single wt that rmk (wt) = rmk (wj) then
28. repair(mi, mk);
29. end
30. if Γ (mi) = ∅ and rwj (mi) < rwj (mk) then
31. repair(mi, mk);
32. rmk (wj) := 0; � delete wj from mk’s rank list

33. else
34. rmi(wj) := 0; � delete wj from mi’s rank list

35. end

36. end

37. end
38. return Γ ;

39. end function

becomes single; (c) a(mi) := 0, i.e. mi is inactive; and (d) a(mk) := 1, i.e. mk

becomes active again. At the beginning, HR creates a matching Γ of single men
for each mi ∈ M , sets each mi to be active, and assigns a count variable for
each mi to zero (lines 2–6). At each iteration, if HR does not find any active
man mi, then it improves the matching Γ to obtain a better one in terms of
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maximum size (lines 10–15), otherwise, it runs GS to find a stable matching
for SMTI (lines 9, 21–36). In the former case, HR checks if Γ is perfect, then
it returns Γ , otherwise, it improves |Γ | by calling Algorithm 2 and starts the
next iteration. In the latter case, HR checks if mi’s rank list becomes empty
(i.e. rmj

(wj) = 0,∀wj ∈ W ), then it assigns mi to be inactive, increases the
count variable c(mi) of mi’s exhaustive search, and starts the next iteration.
Otherwise, mi proposes a single woman wj to whom he prefers most. If there
exists a such wj , then wj is assigned to mi. However, if there exists no such wj ,
meaning that wj has a partner mk. Accordingly, wj is assigned to mi if either
mk has a single woman wt that rmk

(wt) = rmk
(wj) or wj prefers mi to mk. If

wj is assigned to mi, then mi becomes inactive (i.e. a(mi) = 0), otherwise, mi

deletes wj from his rank list (i.e. rmi
(wj) = 0). If wj rejects mk to be assigned

to mi, then mk becomes active and it deletes wj from his rank list, except mk

has a single woman wt that rmk
(wt) = rmk

(wj).
The function to improve |Γ | is shown in Algorithm 2. For each single man

mi ∈ M , since mi is single, meaning that it is rejected by all women in his
rank list or mi’s rank list becomes empty, he first recovers his original rank list.
Next, mi finds a set of women, wj , in his rank list such that rmi

(wj) ≤ rmk
(wj)

or rwj
(mi) = rwj

(mk), where mk = Γ (wj) (lines 5–10). If there exists no such
wj , the function continues for the next single man in M . Otherwise, a woman
wj corresponding to the minimum value of h(wj) is chosen to assign to mi and
mk, the previous partner of wj , deletes wj from his rank list. By doing so, mk

has opportunities to be assigned to the other women in his rank list in the next
iterations of HR. It should be noted that a woman wj is chosen such that h(wj)
is minimum, meaning that (i) mk has the maximum number of women wt that
rmk

(wt) = rmk
(wj); (ii) wj ranks mi closest to mk; and (iii) c(mk) is minimum.

3.2 Example

Considering an SMTI instance consists of eight men and eight women with their
preference lists given in Table 1, where ties in the men’s and women’s preference
lists are given in brackets. HR runs as follows:

(1 ) HR runs the first times of GS (lines 9, 21–36) and yields a stable match-
ing Γ = {(m1, w3), (m2, ∅), (m3, w8), (m4, w5), (m5, w2), (m6, w6), (m7, w1),
(m8, w4)} after 11 iterations. At the 12th iteration, since there exists no active
man and |Γ | = 7, the function improve(Γ ) is called to improve |Γ |. Specifically,
since m2 is single, it recovers its original rank list. Next, m2 finds w5 to be a
candidate, since w5 has a partner m4, it rejects m4 to assign to m2 and m4

deletes w5 in his rank list. So, the function returns Γ = {(m1, w3), (m2, w5),
(m3, w8), (m4, ∅), (m5, w2), (m6, w6), (m7, w1), (m8, w4)}.

(2 ) HR runs the second times of GS and results in Γ = {(m1, w3), (m2, w5),
(m3, w8), (m4, ∅), (m5, w2), (m6, w6), (m7, w1), (m8, w4)} at the 14th iteration.
At the 15th iteration, since there exists no active man and |Γ | = 7, the function
improve(Γ ) is called to improve |Γ | again. Specifically, since m4 is single, it
recovers its original rank list. Next, m4 finds w8 to be a candidate, since w8 has
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Algorithm 2: Improve a stable matching Γ

1. function Improve(Γ)

2. for each single man mi ∈ M do
3. recover mi’s original rank list;
4. X := {};
5. for each wj ∈ m′

is rank list do
6. mk := Γ (wj);
7. if rmi(wj) ≤ rmk(wj) or rwj (mi) = rwj (mk) then
8. X := X ∪ {wj}; � wj is a candidate for mi

9. end

10. end
11. if X is empty then continue;
12. for each wj ∈ X do
13. mk := Γ (wj);
14. k := number of wt in mk’s rank list, where rmk (wt) = rmk(wj);
15. h(wj) := 1/k + (rwj (mi) − rwj (mk)) × (1 − c(mk));

16. end
17. wj := argmin(h(wj)), ∀wj ∈ X;
18. repair(mi, mk), where mk := Γ (wj);
19. rmk(wj) := 0; � delete wj from mk’s rank list

20. end
21. return Γ ;

22. end function

Table 1. An SMTI instance of size 8

Men’s preference lists Women’s preference lists

m1: w3 w8 w5 w2 (w1 w7) w1: m8 m1 m5 m7

m2: w5 w2: m5 (m1 m8) m3

m3: w8 (w2 w3 w7) w5 w4 w3: m1 (m4 m7 m8) m3

m4: w8 w5 w3 w4: (m3 m8)

m5: (w1 w2 w7) w5: (m1 m3) m8 m4 m2

m6: (w6 w8) w6: m8 m6

m7: w1 w3 w8 w7 w7: m5 (m3 m7) m1 m8

m8: (w1 w4) (w7 w8) (w2 w3 w5 w6) w8: m8 m7 m6 m1 (m3 m4)

a partner m3, it rejects m3 to assign to m4 and m3 deletes w8 in his rank list.
So, the function yields Γ = {(m1, w3), (m2, w5), (m3, ∅), (m4, w8), (m5, w2),
(m6, w6), (m7, w1), (m8, w4)}.

(3 ) HR runs the third times of GS and results in a perfect matching Γ =
{(m1, w3), (m2, w5), (m3, w7), (m4, w8), (m5, w2), (m6, w6), (m7, w1), (m8, w4)}
of size 8 at the 17th iteration.

It should be noted that in this example, GS finds a stable matching Γ =
{(m1, w3), (m2, ∅), (m3, w7), (m4, w5), (m5, w2), (m6, w6), (m7, w8), (m8, w1)}
of size 7 and GSA2 finds a stable matching Γ = {(m1, w3), (m2, ∅), (m3, w8),
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(m4, w5), (m5, w2), (m6, w6), (m7, w1), (m8, w4)} of size 7. Although GSA2
improves GS but it gets stuck at the 7th iteration, where m2 becomes inactive
forever, and so m2 is a single man.

4 Experiments

In this section, we present experiments to evaluate the performance of our HR
algorithm. To do so, we chose GSA2 [14] to compare its performance with that of
HR since both GSA2 and HR are improved based on GS [14]. We implemented
HR and GSA2 by Matlab R2017b software on a laptop computer with Core i7-
8550U CPU 1.8 GHz and 16 GB RAM, running on Windows 10. The maximum
number of iterations used in HR is 50.

Datasets. We used the random problem generator given in [10] to generate
SMTI instances with three parameters (n, p1, p2), where n is the size, p1 is
the probability of incompleteness, and p2 is the probability of ties. Since stable
matchings of SMTI instances include acceptable pairs and singles, we generated
SMTI instances that the men’s and women’s preference lists of each instance
have only acceptable pairs.

4.1 Comparison of Solution Quality

This section presents our experimental results in comparing the percentage of
perfect matchings found by HR with that found by GSA2.

Experiment 1. In this experiment, we chose n ∈ {50, 100, 150, 200}, let
p1 ∈ {0.1, 0.2, · · · , 0.9} and p2 ∈ {0.0, 0.1, · · · , 1.0}. For each combination of
parameters (n, p1, p2), we generated 100 SMTI instances, ran HR and GSA2
on the generated instances. Our experimental results show that when p1 ∈
{0.1, 0.2, · · · , 0.5} and p2 ∈ {0.0, 0.1, · · · , 1.0}, both HR and GSA2 find 100%
of perfect matchings, so we do not show the experiment results here. Figure 1
shows the percentage of perfect matchings found by HR and GSA2. From the
experimental results, we can give some remarks as follows:

(1 ) The percentage of perfect matchings found by HR is higher than that
found by GSA2 for cases of (i) n = 50 and p1 ∈ {0.7, 0.8, 0.9}; (ii) n = 100 and
p1 ∈ {0.8, 0.9}; and (iii) n ∈ {150, 200} and p1 = 0.9. This means when each
person ranks fewer members of the opposite sex, HR is more efficient than GSA2
in finding perfect matchings for SMTI, especially for p1 ∈ {0.8, 0.9}. When n
increases, meaning that each person ranks many members of the opposite sex,
the percentage of perfect matchings found by HR and GSA2 increases, i.e. both
HR and GSA2 find easier perfect matchings.

(2 ) When p1 increases, the percentage of perfect matchings found by HR and
GSA2 decreases since the number of acceptable pairs in the men’s and women’s
preference lists decreases, making more difficult for finding perfect matchings.

(3 ) When p2 increases, the percentage of perfect matchings found by HR and
GSA2 increases since at the same p1 value, the number of ties in the men’s and
women’s preference lists increases, making easier for finding perfect matchings.
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Fig. 1. Percentage of perfect matchings found for n ∈ {50, 100, 150, 200}

Experiment 2. In the above experiment, for p1 ∈ {0.1, 0.2, · · · , 0.8} and when
n increases, both HR and GSA2 find easy perfect matchings since the number
of acceptable pairs in men’s and women’s rank list increases. Therefore, for
example n = 200, the comparison of the percentage of perfect matchings found
by HR and GSA2 is useless. In this experiment, we chose n ∈ {300, 400}, let
p1 ∈ {0.90, 0.92, · · · , 0.98} and p2 ∈ {0.0, 0.1, · · · , 1.0}. Figure 2 shows the results
of this experiment. Again, we see that when p1 increases, the percentage of
perfect matchings found by HR and GSA2 decreases and when p2 increases, the
percentage of perfect matchings found by HR and GSA2 increases. However,
HR outperforms GSA2 in terms of finding perfect matchings for SMTI.

4.2 Comparison of Execution Time

In the above experiments where n is small, the average execution time of HR
and GSA2 is very small and almost the same and therefore, the comparison of
the execution time of these algorithms is meaningless.

Experiment 3. In this experiment, to compare the execution time of HR and
GSA2 more precisely, we chose n ∈ {1000, 2000}, let p1 ∈ {0.1, 0.2, · · · , 0.9}
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Fig. 2. Percentage of perfect matchings found for n = {300, 400}

and p2 ∈ {0.0, 0.1, · · · , 1.0}. Since both HR and GSA2 are based on GS [9,14],
we implemented GS to compare the execution time of GS with that of HR
and GSA2. For each combination of parameters (n, p1, p2), we generated one
SMTI instance, ran HR, GSA2, and GS on the generated instances. Figure 3
shows the average execution time of HR, GSA2, and GS for finding perfect
matchings. We see that the execution time of HR is approximately equal to that
of GSA2. When p2 increases from 0.0 to 0.8, the execution time of both HR
and GSA2 is almost unchanged, but larger than that of GS. When p2 = 0.9,
the execution time of both HR and GSA2 significantly decreases, but that of
GS slightly increases. When p2 = 1.0, the execution time of HR, GSA2 and
GS increases. When p1 increases from 0.1 to 0.9, the execution time of both
HR and GSA2 is almost unchanged, while that of GS significantly decreases.
It should be emphasized that when n = 2000, SMTI has a huge search space
(2000! � 105735 matchings), but HR runs about 100 = 1.0 seconds for p2 ≤ 0.9
and about 100.3 = 1.99 seconds for p2 = 1.0.

Experiment 4. In Experiment 3, when p1 ∈ {0.1, 0.2, · · · , 0.9}, both HR and
GSA2 find 100% of perfect matchings. This may result in the execution time of
HR approximately equal to that of GSA2. In this experiment, we chose n and
p2 as in Experiment 3, but let p1 ∈ {0.91, 0.92, · · · , 0.99}. Figure 4 shows the
average execution time of HR, GSA2, and GS for finding perfect matchings.
Again, we see that the execution time of HR is approximately equal to that of
GSA2. When p2 increases from 0.0 to 1.0, the execution time of both HR and
GSA2 is decreases, while that of GS increases. When p1 increases from 0.91 to
0.99, the execution time of HR is almost unchanged, while that of GSA2 and
GS decreases. It should be noted that (i) when n = 1000, HR and GSA2 find
72% and 67% of perfect matchings, respectively; and (ii) when n = 2000, HR
and GSA2 find 90% and 87% of perfect matchings, respectively.

As we mentioned above, HR consists of GS to find a stable matching and
a heuristic function to maximize the matching found by GS, however, when
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Fig. 3. Execution time for finding perfect matchings, where p1 ∈ [0.1, 0.2, · · · , 0.9]

p2 ∈ {0.9, 1.0} or p1 is small, the execution time of HR is smaller than that of GS.
This is because at each iteration of GS, each single man mi proposes a woman wj

to whom he prefers most. If wj has a partner mk and rwj
(mk) < rwj

(mi), then
mi is rejected by wj . When p2 = 0.9, each man ranks women almost equally (i.e.
rarely rwj

(mi) < rwj
(mk)), and when p2 = 1.0, each man ranks women equally

(i.e. rwj
(mi) = rwj

(mk)), and vice versa. This means that mi has to propose the
next woman to whom he prefers most at the next iterations. If every woman wj

in mi’s preference list has a partner, then mi has to propose every wj and he is
rejected by wj , i.e. mi becomes a single. In contrary, at each iteration of HR,
each single man mi proposes a woman wj to whom he prefers most. Then, there
are two cases: (i) if there exists a single woman wj in the set of the women to
whom mi prefers equally, then wj is assigned to mi (lines 21–23 in HR); (ii) If wj

has a partner mk, and if there exists a single woman wt that rmk
(wt) = rmk

(wj),
then wj is assigned to mi (lines 27–29 in HR) and wt has a chance to assign to
mk when mk proposes wt at the next some iteration. By doing so, mi do not find
the next woman to whom he prefers most at the next iterations. Obviously, when
p1 increases, each man ranks fewer women in his preference list and therefore,
HR runs much faster than GS when p2 ∈ {0.9, 1.0} or p1 is small.
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Fig. 4. Execution time for finding perfect matchings, where p1 ∈ [0.91, 0.92, · · · , 0.99]

5 Conclusions

This paper proposed a heuristic repair algorithm, namely HR, to solve the
MAX-SMTI problem. HR is designed including a well-known GS algo-
rithm [9,14] to find a stable matching for the SMTI problem and a heuristic
repair function to improve the quality of the found stable matching in terms of
maximum size. The experimental results for large randomly generated instances
of SMTI showed that HR outperforms GSA2 [14] in terms of solution quality
for finding perfect matchings of SMTI problem. In the future, we plan to extend
the proposed approach to the Hospitals/Residents with Ties problem [11,17] and
the Student-Project Allocation problem [1,6].
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